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e Introduction

This paper focuses on addressing the practical yet challenging
problem of model heterogeneity in federated learning, where
clients possess models with different network structures. We
propose a novel framework called pFedHR, which leverages
heterogeneous model reassembly to achieve personalized
federated learning. We approach the problem of heterogeneous model
personalization as a model-matching optimization task on the server
side. Moreover, pFedHR automatically and dynamically generates
informative and diverse personalized candidates with minimal human
intervention. Furthermore, our proposed heterogeneous model
reassembly technique mitigates the adverse impact introduced by
using public data with different distributions from the client data to a
certain extent. Experimental results demonstrate that pFedHR

Send to Clients

lFlne Tune with D

(@ Similarity Calculation (Section 3.1.3) and Matching (Section 3.1.1) IEE—— )

& IR, IEI-.-—'EEI

NEURAL INFORMATION

‘ f PROCESSING SYSTEMS
ole

lFlne Tune with Dp

"‘o,’ PennState EE@ NUS
SONY [l
UNIVERSITY
* Framework
Local Update | La i Server Update
yer-wise
(Section 3.2) | Decomposition ¢ ,-Group 1, y  (Section3.1) Candidate 1 g :% :/8\ o ~q
| (Section 3.1.2) ! ! Ol 8 glojslo Cy
i | 12 2 1235 N/
C,~ W »1-2-3 — ’ ‘
t t ! I Q
| M ’ Candidate 2 ® g’g\ -0 ~9
| Function-driven ,-- GT0UP 2. ~ Reassembly 7 3 4 0|z \8/2\8 Ci
=7 2 | ! 1 Candidate Layer d
C W Layer Grouping ! | . o
! ¢ | 1-2-3-4 L 1] 1 2 31 Generation Stitching yoN
: (Section3.1.2) | E (Section3.1.2)  Candidate 3 gection 3.1.3) 8/ : 8 L aE /\8 C?
Smmmmmmm——es A3\ O |EfoE
| : 1 2 4 5 o/
UL B Group K :
C I ) P
t Wy | 1-2-3-4-35— ! ¥ - S\MM
| i 334 4 5 i Candidate M o g 8 ;f’/\g Ciw
! ' 0 AZh01E
: : J 2 35 o
|
|

outperforms baselines on three datasets under both |[ID and Non-IID Pair 1:{Wt, Ct}, Pair 2:{Wt, C‘Z} , " Pair B:{W
settings. Additionally, pFedHR effectively reduces the adverse impact
of using different public data and dynamically generates diverse * Selected Results
personalized models in an automated manner. _ _ _ _
Performance comparison with baselines under the heterogeneous setting.
Method Public | Dataset MNIST SVHN CIFAR-10
Data Model 1D Non-11D [ID Non-1I1D 1D Non-II1D
o Reassembly Candidate Generation FedMD [17] 93.08% 91.44% | 81.55% 78.39% | 68.22%  66.13%
_ N Labeled | FedGH [22] 94.10%  93.27% | 81.94%  81.06% | 72.69%  70.27%
» Layer-wise Decomposition pFedHR 94.55% 94.41% 83.68% 83.40% | 73.88% 71.74%
» Function-driven Layer Grouping FedKEMF [20] [ 93.01% 91.66% | 80.41% 79.33% | 67.12% 66.93%
K B B Unlabeled | FCCL [18] 93.62%  92.88% | 82.03% 79.75% | 68.77%  66.49%
g M- pFedHR 93.80% 93.76% 83.15% 80.24% | 69.38%  68.01%
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o Similarity-based Model Matchlng

sim(w,', c;'"; D,) = sim(w/', ¢""; Zcos oy (x,), 00" (%))
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(d) Non-IID with unlabeled public dataset
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Performance changes when using different public data. pFedHR is our proposed model.
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